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Abstract

This study presents a performance evaluation of 
four different land surface models (LSM) available in 
Weather Forecast Research (WRF). The research site 
was located in Haean Basin in South Korea. The 
basin is very unique by its geomorphology and topo­
graphy. For a better representation of the complex 
terrain in the mesoscale model were used a high 
resolution topography data with a spatial resolution 
of 30 meters. Additionally, land-use layer was cor­
rected by ground mapping data-sets. The observa­
tion equipments used in the study were an ultraso­
nic anemometer with a gas analyzer, an automatic 
weather station and a tethered balloon sonde. The 
model simulation covers a four-day period during 
autumn. The result shows significant impact of LSM 
on meteorological simulation. The best agreement 
between observation and simulation was found in 
the case of WRF with Noah LSM (WRF-Noah). The 
WRF with Rapid Update Cycle LSM (WRF-RUC) has a 
very good agreement with temperature profiles due 
to successfully predicted fog which appeared during 
measurements and affected the radiation budget at 
the basin floor. The WRF with Pleim and Xiu LSM 

(WRF-PX) and WRF with Thermal Diffusion LSM 

(WRF-TD) performed insufficiently for simulation of 
heat fluxes. Both overestimated the sensible and 
underestimated the latent heat fluxes during the 
daytime.

Key words: Land surface model, WRF, Model evalu­
ation, Surface fluxes, Eddy covariance

1. INTRODUCTION
Land-surface processes play an important role in the 

exchange of heat, moisture, and momentum between 
the surface and atmosphere. It is important to represent 
them realistically in Numerical Weather Prediction 

(NWP) models. Many NWPs use empirical formulas 
to solve the soil fluxes near the ground surface. The 
advantage of these techniques is the simplicity and 
less time consuming computations in NWP. For simu-
lations over complex terrain and simulations of micro
scale phenomena, more reliable techniques for soil 
fluxes solution are desirable. For this purpose, several 
land-surface models (LSM) have been already devel-
oped and implemented into mesoscale models (e.g. 
Chen and Dudhia, 2001; Smirnova et al., 1997; Pielke 
et al., 1997; Bringfelt, 1996; Pleim and Xiu, 1995; 
Giorgi et al., 1993; Bougeault et al., 1991).

The LSMs typically compute soil temperature pro-
files, surface temperature, soil moisture profiles snow 
cover and canopy properties. Many important land-
surface processes are handled in LSMs such as canopy 
water evapotranspiration, snow evapotranspiration, sur-
face run-off and snow melting, all depending on LSM 
complexity. LSMs also vary with number of soil and 
canopy layers. Therefore, each LSM can perform dif-
ferently. Several comparative studies show that the re-
sults of meteorological model are sensitive to the choice 
of the LSM (e.g. Miao et al., 2007; Singh et al., 2007; 
Olerud and Sims, 2003). Evaluation of LSMs in NWP 
help to understand the importance of soil surface pro-
cesses for further development approaches. On the 
other hand, the evaluation of the LSMs performance 
can help NWP model users in LSM selection, if the 
NWP includes more than one land surface scheme, be-
cause the decision can markedly affect the simulation 
results. This is the main purpose of this paper. A spe-
cial focus is on simulation in regions with a complex 
terrain. The 3D meteorological model used for this 
purpose is Weather Research and Forecasting (WRF) 
modeling system. Four different LSMs available in ver-
sion 3.3 were examined for short-time period and com-
pared with the observational data-set. The performance 
evaluation required a good quality observational data. 
A continuous and high quality data-set obtained from 
TERRain and ECOlogical Heterogeneity (TERRECO) 
campaign fulfilled this requirement.
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The TERRECO project is an international coopera-
tion in global change science between Kangwon Na-
tional University (KNU), the Korean Forest Research 
Institute (KFRI) and the University of Bayreuth (UBT) 
in Bavaria, Germany. The project, which is financed by 
the national research foundations of Germany (DFG) 
and Korea (KOSEF), extends ongoing research in envi
ronmental science at both institutions. The overall goal 
of the TERRECO project is to understand how expect-
ed climate change will influence life in our study areas 

(http://www.bayceer.uni-bayreuth.de).

2. Model description and 
experimental design

2. 1  ‌�WRF Model Configuration and 
Initialization

WRF is a next-generation, fully compressible Euler 
non-hydrostatic mesoscale forecast model with a run-
time hydrostatic option. Two cores, Advanced Research 
WRF (ARW) and Non-hydrostatic Mesoscale Model 

(NMM), are available in WRF. The WRF-ARW core, 
used in this study, is based on the Fifth-Generation 
Penn State/NCAR Mesoscale Model (MM5). The model 
uses terrain following hydrostatic pressure coordinate 
system with permitted vertical grid stretching (Laprise, 
1992). The horizontal grid in WRF is Arakawa-C grid.

The microphysics scheme used in the simulation is 
WSM6 that is extension of previous WSM5 scheme. 
Detailed description of the WSM6 can be found in the 
work of Hong and Lim (2006). The RRTM longwave 
and Dudhia shortwave radiation schemes were used in 
the simulation. The slope inclination and shadow effect 
by terrain obstacles are considered in the Dudhia’s radi-
ation scheme and used in this study. The vertical sub-
grid-scale fluxes were solved using Yonsei University 

planetary boundary layer (YSU-PBL). More informa-
tion about YSU-PBL can be found in work of Hong et 
al. (2006).

The meteorological initial and boundary conditions 
for WRF obtained from National Centers for Environ-
mental Prediction (NCEP) are final analysis (FNL) data 
with 1.0° × 1.0° horizontal resolution and 6 hour time 
interval. The mother domain (D01) used in the simula-
tion has 27 km grid size. The domain is centered at 38° 
N, 126° E and covers the whole Korean Peninsula, 
Japan and part of East China (not shown). The horizon-
tal resolutions of D02, D03 and D04 are 9 km, 3 km and 
1 km, respectively. The innermost fine domain (D05) is 
centered at Haean Basin and consists of 54 columns 
and 57 rows of 0.3 × 0.3 km grid cells (Fig. 1c). The 
five domains interact with each other through a two-
way nesting strategy. The vertical structure includes 
36 layers. Topography and land-use data were interpo-
lated from ASTER Global Digital Elevation Model 

(ASTER DEM) and Korea Ministry of Environment 

(KME) with an appropriate spatial resolution for each 
domain. The KME medium-category land-use classifi-
cation was used to represent dominant vegetation types 

(Fig. 2b). Additionally, the KME land-use layer was 
updated by ground mapping data-sets from TERRECO 
campaign (Fig. 2c). The rest of regions out of South 
Korea were filled by United States Geological Survey 

(USGS) land-use data-set (Fig. 2a).

2. 2  Land Surface Schemes
The 5-layer thermal diffusion LSM (TD LSM) is 

based on the 5-layer soil temperature model used in 
MM5 mesoscale model. The energy budget consists of 
radiation, sensible and latent heat flux. TD LSM does 
not predict soil moisture. The soil moisture is fixed 
with a land-use type and a season dependent constant 
value. The 5 layers are 1, 2, 4, 8 and 16 cm thick (Ska-

Fig. 1. Design of model domains: (a) Domain D02-D05, (b) domain D04-D05 and (c) domain D05. The location of flux station 
(triangle) and tethered balloon experiment (cross) are pointed out in the middle of the basin.
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marock et al., 2008). The model does not have a snow 
scheme.

The Noah LSM is developed from OSU LSM, de-
scribed by Chen and Dudhia (2001). The model in-
cludes diurnal dependent Penman potential evaporation 

(Mahrt and Pan, 1984), multilayer soil model of Mahrt 
and Pan (1984) and canopy model of Pan and Mahrt 

(1987). The LSM predicts soil moisture and tempera-
ture in 4 layers. The layer thickness is 10, 30, 60 and 
100 cm from top to bottom. The model is able to pre-
dict canopy moisture, water-equivalent snow depth and 
soil ice (Skamarock et al., 2008).

The Rapid Update Cycle LSM (RUC LSM) includes 
multilevel soil model with 6 default levels. The num-
ber of levels can be increased. The model solves heat 
diffusion, Richards diffusive and gravitational motions 
for soil moisture transfer (Richards, 1931). In the cold 
season phase changes of soil moisture are considered 

(Smirnova et al., 1997). Special feature of RUC LSM is 
a thin layer spanning the ground surface that includes 
half of the first atmospheric layer and half of the top 
soil layer is used to solve the energy budgets. The heat 
storage in the layer is determined by contribution of 
soil fluxes and atmospheric fluxes (Smirnova et al., 
1997). In RUC LSM, the latent heat flux is directly 
affected by vegetation through incorporation of free 
water from canopy and evapotranspiration. The vege-
tation processes are treated similarly to Noah LSM 
following concept developed by Pan and Mahrt (1987).

The Pleim and Xiu LSM is based on a set of five 
partial differential equations for soil temperature and 
soil moisture in two layers (1-cm surface layer and 1-m 
root zone layer) and canopy moisture (Pleim and Xiu, 
1995).

2. 3  Observation
The research site was located in Haean Catchment, 

Kangwon province, South Korea. Haean is an inten-
sively used agricultural region surrounded by forested 
mountains. The dominant crop types in Haean are rice 
paddy, radish, bean and potato.

Basic meteorological variables were observed at 2.5 

m above ground level with an Automatic Weather Sta-
tion (AWS, WS-GP1, Delta-T Devices Ltd., UK) lo-
cated at a rice field (38°17ʹ27ʺ N, 128°07ʹ50ʺ E, 457 m 
a.s.l.). Measured variables include air temperature, 
wind speed, wind direction, relative humidity, precipi-
tation, and global radiation.

Located close to the AWS an eddy-covariance mea-
surement system (38°17ʹ28ʺ N, 128°07ʹ52ʺ E) was 
installed on a 2-m-high mast, to obtain the turbulent 
atmospheric fluxes of sensible and latent heat and car-
bon dioxide (CO2). The system was equipped with an 
ultrasonic anemometer (USA-1, Meteorologische Mess
technik GmbH, Germany) and a fast-response open-
path H2O/CO2 gas analyzer (LI-7500, LI-COR Inc., 
USA) both working at a sampling frequency of 20 Hz. 
The eddy-covariance software package TK3 (Mauder 
and Foken, 2011), developed by the Department of 
Micrometeorology, University of Bayreuth, post-pro-
cessed the high-frequency raw data according to all 
international agreed procedures. As result correct 30- 
minute aggregated sensible and latent heat and CO2 
fluxes are available. The detailed calculating and cor-
recting strategy of TK3 could be found in Mauder and 
Foken (2011) and Foken et al. (2012).

The period from Sep. 23 to 26 (DOY 266 to 269), 
2010, was picked out as Golden Days for the valida-
tion of models. During this period it was either sunny 
or cloudy with radiation fog events in the morning. The 

Fig. 2. Land-use layers used in WRF simulation. (a) USGS (b) previous KME (c) modified KME with TERRECO ground map-
ping data-sets.
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rice paddies were in the late growing season before 
harvest with a canopy height of 0.88 m and a leaf area 
index of 0.68 m2 m-2. The field was irrigated with a 
water depth of 2 cm. For further information about the 
field observation, see Zhao et al. (2011).

A multi-step outlier check procedure (Zhao and Lüers, 
2012) was applied on both meteorological variables 
and turbulence fluxes to ensure the high quality of data. 
as an enhanced quality control procedure. Briefly speak-
ing, this procedure filters those data as outliers that fall 
beyond the physical thresholds, or have poor quality 
flags (Foken et al., 2004; Foken and Wichura, 1996), 
or occur during a bad instrument status, or fail in the 
statistical check. A quality-controlled data-set is used 
for the validation of the models.

Tethered balloon soundings were performed from 
the basin floor during clear undisturbed nights on 24th 
and 25th of September 2010 (Fig. 1). Since the Haean 
basin is very close to the demilitarized zone between 
North and South Korea any radio signal based data 
transmission was forbidden. Therefore, instead of com-
mon radio-sonde, a lightweight probe with internal 
memory and consisting of temperature/humidity sen-
sor and pressure sensor was used.

3. Results and discussion

3. 1  Temperature
The modeled near surface temperatures (at 2 m above 

surface) were compared with the measured in Fig. 3. 
All four models performed quite well with IA higher 
than 0.9. The best results were given by WRF-Noah 
with the highest IA (0.95) and lowest MB (0.29°K) 

(Table 1). Significantly underestimated temperature 
can be seen in the early morning on 24th of September 
when the maximal temperature difference between the 
predicted and observed temperature reached 3.15°K. 
Similar temperature drop was produced by WRF-TD 

(Fig. 3a) and the maximal difference reached 2.8°K. 
Another significant deviation produced by WRF-Noah 
was on 24th September at night. The model overesti-
mated the temperature by 3.4 K. The low RMSE (0.089) 
indicates that both errors are obviously non-systematic 
and except these two deviations the WRF-Noah per-
formed sufficiently. Other models tended to overesti-
mate the temperature especially during the daytime 
periods. This is most evident in case of WRF-RUC. All 
models (including WRF-Noah) seem to be skeptic to 
nocturnal cooling during the first half of nights.

The potential temperature profiles were compared 
with tethered balloon soundings. The underestimated 
nocturnal cooling can be seen in the potential tempera-
ture profiles as well (Fig. 4). At 20:00, the most realis-
tic simulation seems WRF-Noah. However, the profile 
does not change much between 22:00 and 02:00. An 
interesting finding was, the successful prediction of 
the fog layer formation using WRF-RUC which might 
be related to the overestimated evaporation expressed 
as latent heat energy flux in Fig. 6. The overestimated 

Fig. 3. Comparison of near surface temperature results with observation.
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evaporation compensates the radiative cooling deficit 

(Fig. 3) and allows the saturation in lower model’s lay-
ers. The shading effect of fog layer is then well simu-
lated and the profiles of potential temperatures are in 
closer agreement with the observation (Fig. 5). This 
can be very well seen in Fig. 4 at 9:00 when the WRF-
RUC follows the temperature inversion in the fog layer 
while other WRF-LSMs already predicted the well 
mixed layer.

3. 2  Surface Energy Fluxes
The sensible (SHF) and latent heat fluxes (LHF) are 

compared with measured fluxes in Fig. 5. and Fig. 6. 
The gaps of LHF, during night time are caused by the 
bad working condition when water droplets condensed 
on the light path of the gas analyzer during fog events.

The modeled heat fluxes by WRF-TD and WRF-PX 
are very similar. Both of them significantly overesti-
mated SHF and underestimated LHF during the day 
time. The WRF-TD has the highest RMSE among all 

Table 1. Results of statistical evaluation of LSMs performance.

Variable WRF-LSM IA RMSE RMSEs RMSEu MB. FB.

Temp. (2 m)

WRF-TD 0.934   2.23   1.69   1.46       1.593     0.006
WRF-Noah 0.963   1.37   0.16   1.36       0.089     0.003
WRF-RUC 0.930   2.22   1.86   1.21       1.799     0.006
WRF-PX 0.934   2.04   1.75   1.03       1.743     0.006

SHF.

WRF-TD 0.751 78.65 56.69 54.51     27.475     0.501
WRF-Noah 0.889 33.15 10.58 31.42 -10.302 -0.287
WRF-RUC 0.893 28.19 21.21 18.57 -16.683 -0.509
WRF-PX 0.765 70.07 40.56 57.13     19.352     0.381

LHF.

WRF-TD 0.762 63.44 61.18 16.77 -47.944 -0.650
WRF-Noah 0.877 64.43 28.54 57.76     21.905     0.202
WRF-RUC 0.825 89.28 69.64 55.87     51.700     0.418
WRF-PX 0.722 72.84 61.57 38.91 -46.210 -0.619

Fig. 4. Observed and modeled vertical profiles of potential temperatures on 24th-25th September 2010.
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models for SHF (Table 1). Better agreement is found 
between predicted and measured SHF for WRF-RUC 
and WRF-Noah. The WRF-RUC underestimated the 

SHF during the day time, although smaller RMSE 

(28.19) was found compare to WRF-Noah (33.15). For 
LHF the WRF-Noah showed best results with slight 

Fig. 5. (a) Comparison of Observed and modeled hourly sensible heat fluxes. (b) relation between observed and modeled values 
for four WRF-LSMs.
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Fig. 6. (a) Comparison of Observed and modeled hourly latent heat fluxes. (b) relation between observed and modeled values 
for four WRF-LSMs.
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overestimation. The RMSE of WRF-Noah is higher 
than WRF-TD, but small RMSEs indicates that this was 
caused by non-systematic error. On other hand WRF-
TD has greater RMSEs compare to RMSEu and under-
estimated the LHF continuously. The second best IA 
was given by WRF-RUC but it also produced the great-
est RMSE (89.28) and positive MB (51.7 W m-2). The 
overestimation is evident during the noon and the max-
imal LHF.

4. Summary and Conclusion
In this research we statistically evaluated four land 

surface schemes available in 3D WRF 3.3 model against 
observational data. To provide a concise statistical sum-
mary the results are plotted in Taylor diagram (Fig. 7). 
The best performance for our study case shows WRF-
Noah. The model very well predicts the near surface 
temperature and produced best results for LHF. WRF-
RUC performed quit well, but SHF tends to underesti-
mate the daytime SHF and overestimate LHF. The fact 
that WRF-RUC was very accurate during late evenings, 
indicates that the model might suits well in terms of 
surface fluxes for simulations of stable atmospheric 
condition. The remaining WRF-TD and WRF-PX show 
very similar heat fluxes results and performed insuffi-
ciently in our study case. Both tends to significantly 
overestimates SHF and underestimate LHF almost 
twice. The TD-LSM is quite old scheme without any 
moisture prediction, therefore the usage is currently 

very rare. In case of PX-LSM another study with com-
bining of several physics schemes such a PX PBL 
would be desirable. The near surface temperature was 
in good agreement for all tested models. Since the sim-
ulation was performed only for clear sky day, an eval-
uation of the LSMs performance under different wea
ther conditions is desirable.
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Appendix.
Several statistical variables have been computed to evaluate the performance of WRF-LSMs.
The Index of Agreement (IA) presented by Willmott (1981) as an alternative to r and r2 (coefficient of determination) reflects the 
degree to which model’s simulations are error free. IA can be obtained from:
                                     n
                      ∑

i = 1
(Pi-Oi)2

IA = 1- ----------------------------------	 (1)                         n
              ∑

i = 1
(|Pi-Oi| + |Pi + Oi|)2 ,

Where, Pi and Oi are predicted and observed values, respectively. The actual size of error produced by the model was obtained 
by estimation of root mean square error (RMSE),

RMSE =
 1   N
---∑ (Pi-Oi)2

 N i = 1
	 (2)

                                         ,

Since the RMSE does not illuminate the source or type of error the systematic RMSE (RMSEs) and un-systematic RMSE 

(RMSEu) were calculated as well:

RMSEs =  1   N
---∑ (Pi

*-Oi)2

 N i = 1
	 (3)

                                            ,

RMSEu =  1   N
---∑ (Pi-Pi

*)2

 N i = 1
	 (4)

                                            ,

where P* is given by:

Pi* = a + bOi,	 (5)

and a, b are the coefficients of an ordinary least-squares.
The mean bias is generally defined as

MB =
 1   N
---∑ (Pi-Oi) N i = 1

	 (6)

Additionally, fractional bias screening test was performed. The fractional bias is given by:

             —P-—OFB = ----------------	 (7)
         0.5(—P-—O)

where —P and —O are the averages of predicted and observed values.


